
INTERNATIONAL JOURNAL FOR NUMERICAL METHODS IN FLUIDS
Int. J. Numer. Meth. Fluids 2006; 50:1297–1319
Published online 15 November 2005 in Wiley InterScience (www.interscience.wiley.com). DOI: 10.1002/�d.1121

Spectral element benchmark simulations of natural convection
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SUMMARY

This paper reports the results of spectral element simulations of natural convection in two-dimensional
cavities. In particular, a detailed comparison is performed with the reference data for the 8:1 cavity at
Ra=3:4× 105 recently described by Christon et al. [Int. J. Numer. Methods Fluids 2002; 40:953–980].
The Navier–Stokes equations augmented by the Boussinesq approximation to represent buoyancy e�ects
are solved by a numerical method based on a spectral element discretization and operator splitting. The
computed solutions agree closely with the reference data for both the square and the rectangular cavity
con�gurations. Copyright ? 2005 John Wiley & Sons, Ltd.
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1. INTRODUCTION

We perform spectral element simulations of two-dimensional cavity where the �ow is driven
by the natural convection set up by di�erentially heated walls. The thermal cavity �ow is
an important prototype �ow for a wide range of practical technological problems, including
ventilation, crystal growth in liquids, nuclear reactor safety, and the design of high-powered
laser systems. Cavity �ows are furthermore often used as test cases for code veri�cation
and validation because they are simple to set up and reliable reference solutions are readily
available, both for steady state [1–3] and time-dependent �ows [4, 5]. Although the �ow
con�guration is two-dimensional, thermal cavity �ows display a plethora of interesting �uid
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dynamic phenomena and complex features such as impinging boundary layers, strati�cation,
and an intricate temporal behaviour with increasing Rayleigh number. Since these e�ects
depend strongly on the cavity aspect ratio, thermal boundary conditions and Prandtl number,
this test case constitutes a severe challenge for numerical schemes.
Spectral element methods have over the years been applied to compute a broad range

of �ow con�gurations, including thermal convection problems such as the Rayleigh–B�enard
instability [6, 7], and turbulent forced convection [8–10]. A comprehensive assessment of
the performance of spectral element methods for a standard convection benchmark prob-
lem, such as the di�erentially heated cavity, has however not been reported to date. Minev
et al. [11] describe a spectral element operator splitting algorithm for thermal problems with
computational examples from the cavity problem. The present contribution di�ers in several
aspects from the work presented in Reference [11], and we will discuss these di�erences,
both with respect to methodology and application, below. Finally, we note that Gunes [12]
recently used a spectral element method to derive basis functions (POD modes) to develop a
low-order dynamical model for the �ow in very tall buoyancy driven cavities.
The objective of this study is to assess the numerical accuracy of our code and the spectral

element method in a well-documented case. To do so we consider both steady state and time-
dependent �ows in square and rectangular cavities. Firstly, we perform a thorough comparison
of the computed solutions against the reported benchmark data for the classical steady-state
square cavity [1–3] over a large range of Rayleigh numbers. As mentioned above, few spectral
element solutions appear to have been reported for this case. Secondly, we consider the slightly
supercritical time-dependent �ow in a tall cavity with aspect ratio 8:1. This con�guration was
the subject on a recent workshop reported by Christon et al. [4] in which a total of 31
solutions were submitted for this problem. The numerical method we employ di�er in two
respects from those reported at the workshop.

• The spectral element discretization.
• A time integration method based on an operator splitting of the advection–di�usion
equations for momentum and temperature.

As such, the present work supplements the results reported earlier and extends the data base
of results for this particular benchmark case.
In addition to presenting a ‘best’ solution to demonstrate the accuracy of the method, we

study the impact of computational parameters such as the computational grid, time-step, and
numerical tolerance parameters on the quality of the computed solutions, as well as the e�ect
of the spatial �ltering procedure developed by Fischer and Mullen [13] to reduce aliasing
errors.

2. NUMERICAL METHOD

The equations describing the Boussinesq approximation for the dynamics of a viscous, incom-
pressible �uid a�ected by buoyancy forces are

∇ · u = 0 (1a)

@u
@t
+ u · ∇u = −∇p+ �∇2u+ �(T − Tref )g (1b)
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@T
@t
+ u · ∇T = �∇2T (1c)

where u=(u; v) represents the velocity, p represents the pressure, and T represents the tem-
perature. The kinematic viscosity is denoted by �, the thermal di�usivity by �, the coe�cient
of thermal expansion by �, and the gravitational acceleration g=(0;−g). The Boussinesq
approximation is valid provided that the density variations, �(T ), are small; in practice this
means that only small temperature deviations from the mean temperature are admitted.
The relevant non-dimensional parameters that characterize the �ow are:

• the Prandtl number; Pr= �=�,
• the Reynolds number; Re=UL=�, and
• the Rayleigh number; Ra= g��TL3=��.

In addition, we must take into account a parameter that describes the geometry of the
rectangular enclosure

• the aspect ratio; A=H=W ,

where H and W denote the height and the width of the box, respectively. Note that the free
convection cases we consider below are completely determined by the Prandtl number, the
Rayleigh number, and the aspect ratio.
The numerical method we develop below is largely an extension to the Boussinesq equa-

tions of the Navier–Stokes solvers described by Couzy [14] and Fischer [15]. Minev et al.
[11] describe a spectral element method for thermal problems that, in many respects, is
similar to ours. There are some notable di�erences though, both in the methodology and
in the application to the cavity problem. Firstly, whereas Minev et al. use a Runge–Kutta
method with a �xed time step to integrate the hyperbolic (advective) parts of the operator-split
momentum and temperature equations, we use an adaptive second-order Runge–Kutta method
that lets the sub-cycling ratio, i.e. the number of explicit (hyperbolic) time steps per implicit
(parabolic) time step, evolve with the solution. Secondly, Minev et al. employ a continu-
ous pressure correction method to enforce mass conservation. There are some accuracy issues
with this approach, both with respect to the formulation of the pressure equation and boundary
conditions, that are naturally avoided by employing the pressure correction and enforcing the
incompressibility condition at the discretized level as we describe below.

2.1. Time discretization

The key to an e�cient and accurate solution of the Boussinesq=Navier–Stokes system (1)
is a judicious use of implicit–explicit splitting for terms of di�erent character. In particular,
if the advection–di�usion equations are solved by an implicit–explicit procedure, the tem-
perature equation can be decoupled from the remaining momentum equations. The buoyancy
source term can then be calculated �rst and fed directly to the Navier–Stokes solver. In ad-
dition to the di�usive terms, we also treat the pressure term and the divergence equation
implicitly.
In the temporal discretization based on the implicit–explicit time splitting we treat the

advection–di�usion equations for the temperature and the velocities according to the operator-
integration-factor (OIF) method of Maday et al. [16]. The advective terms are integrated
explicitly by an adaptive second-order accurate Runge–Kutta method, while the viscous terms
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are integrated by the implicit second-order backward di�erence scheme (BDF2), given by

@u
@t
=
3un+1 − 4un + un−1

2�t
+O(�t2)

After discretization in time we can write (1) in the form

3Tn+1 − 4Tn + Tn−1

2�t
− �∇2Tn+1 = −(u · ∇T )∗ (2a)

3un+1 − 4un + un−1
2�t

− �∇2un+1 = −∇pn+1 − (u · ∇u)∗ + �(Tn+1 − Tref )g (2b)

∇ · un+1 = 0 (2c)

where the terms (u ·∇T )∗ and (u ·∇u)∗ are at least second-order accurate explicit approxima-
tions of the advection terms for temperature and velocity, respectively. The resulting scheme
is thus second-order accurate in time. Note that we have changed the ordering of the equations
in (2) to emphasize that the temperature at the new time level, Tn+1, can be obtained from
known velocity data.

2.2. Space discretization

The spatial discretization is based on a spectral element method [17, 18]; the computational
domain is sub-divided into non-overlapping quadrilateral (in 2D) or hexahedral (in 3D) cells
or elements. Within each element, a weak representation of (2) is discretized by a Galerkin
method in which we choose the test and trial functions from bases of polynomial spaces, i.e.

uh
i ∈ PN (x)⊗PN (y)⊗PN (z) (3a)

ph ∈ PN−2(x)⊗PN−2(y)⊗PN−2(z) (3b)

where PN (x) denotes the function space spanned by polynomials of degree N . Note that we
employ a lower-order basis for the pressure spaces to avoid spurious pressure modes in the
solution [18]. The velocity variables are C0-continuous across element boundaries and they
are represented at the Gauss–Lobatto–Legendre (GLL) points for the numerical integration,
whereas the pressure variable is discontinuous across element boundaries and are represented
at the interior Gauss–Legendre (GL) points. The one-dimensional polynomial basis functions,
hj(�), are de�ned as the Lagrange interpolants that vanish at all but one of the GLL and GL
points, respectively, such that

hj(�i)= �ij (4)

where �i represents the GLL or GL grid point positions.

2.3. Polynomial �ltering

The GLL grid corresponding to the Legendre polynomial of degree N has (N+1) points. GLL
quadrature at the (N +1) GLL points is exact for polynomial of degree (2N − 1). Hence, the
computation of the inner products corresponding to the di�usive terms in (1) are calculated
exactly, whereas the evaluation of the non-linear advective terms incurs quadrature (aliasing)
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errors. These errors can be detrimental to the stability of the method and must be controlled.
The most fundamental approach to de-aliasing is to perform over-integration [19, 20]—that is,
to over-sample and to use more quadrature points to evaluate the inner products containing
non-linear terms. A computationally more e�cient alternative approach is to use polynomial
�ltering of the solutions as proposed by Fischer and Mullen [13]. The �ltering comprises
a weighted sum of the original un�ltered �eld, uN , and its projection onto the space of
polynomials of degree (N − 1). If Imn is the interpolation operator from the n-point to the
m-point GLL grid, the one-dimensional projection operator can be written �N−1 = INN−1I

N−1
N ,

and the �lter is de�ned by

F� ≡ ��N−1 + (1− �)I (5)

where � is a �lter parameter. Filter functions in two and three dimensions are constructed by
tensor products of the one-dimensional �lter.

2.4. Solution of the discretized equations

For the solution of the discretized Boussinesq=Navier–Stokes system (1), we introduce the
discrete Helmholtz operator,

H�=	B+ �A

where A and B are the sti�ness- and mass matrices in d spatial dimensions, 	=3=2�t is a time
discretization parameter, and � is the di�usivity coe�cient. Further, let G and D=GT denote
the discrete gradient and divergence operators, respectively. Appropriate boundary conditions
are included in these discrete operators. This gives the discrete equations

H�Tn+1 = BfT (un; T n; un−1; T n−1; : : :) (6a)

H�un+1 − Gpn+1 = Bfu(un; un−1; : : : ; T n+1) (6b)

−Dun+1 = 0 (6c)

Note that the change of sign in the pressure gradient term in (6b) is caused by an integration
by parts in the construction of the weak form of the problem. The temperature equation is,
as we noted above, essentially de-coupled from the momentum equation and can hence be
solved separately. The remaining dependent variables, velocities and pressure, are computed
e�ciently by a second-order accurate pressure correction method [21, 22]. If we let Q denote
an approximate inverse to the Helmholtz operator, given by a scaled inverse of the diagonal
mass matrix, the pressure correction method can be written [23, 24]

Hu∗ = Bf +Gpn (7a)

DQG(pn+1 − pn) =−Du∗ (7b)

un+1 = u∗ +QG(pn+1 − pn) (7c)

where u∗ is an auxiliary velocity �eld that not necessarily satis�es the continuity equation,
i.e. Du∗ �=0.
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The discrete Helmholtz operator is symmetric and diagonally dominant, since the mass
matrix of the Legendre discretization is diagonal, and can be e�ciently solved by the conjugate
gradient method with a diagonal (Jacobi) preconditioner. Whereas the pressure operator DQG
is easily computed; it is ill-conditioned. The pressure system is solved by the preconditioned
conjugate gradient method, with a multilevel overlapping Schwarz preconditioner based on
linear �nite elements [25].

3. VERIFICATION OF THE NAVIER–STOKES SOLVER

In this section we present a veri�cation of the Navier–Stokes solver in an isothermal case.
As the test problem we use the Taylor vortices [26], an exact analytical solution of the
two-dimensional Navier–Stokes equations in which all variables have non-trivial solutions:

u(x; y; t) =− cos(
x) sin(
y)e−2
2�t

v(x; y; t) = sin(
x) cos(
y)e−2

2�t (8)

p(x; y; t) =− 1
4 [cos(2
x) + cos(2
y)]e

−4
2�t

Figure 1. Velocity �eld for the Taylor vortices (8).
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Figure 2. Grid convergence (p-re�nement) in u for the Taylor vortices (8).
Solutions computed with M =2× 2 elements.
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Figure 3. Grid convergence (h-re�nement) in u for the Taylor vortices (8). Solutions computed with
N ×N grid points in each element.

Although this example is arti�cially constructed, such that the pressure gradient balances the
convective terms and the unsteady terms balance the di�usion, it is useful because both spatial
and temporal accuracy in all variables can be checked simultaneously. The exact velocity �eld
is used as initial condition, and the boundary conditions are either periodic, or time-dependent
Dirichlet conditions. The velocity �eld at t=0:2 is shown in Figure 1.
We performed grid convergence studies by independently increasing the number of grid

points, N , per element (p-re�nement) and the number of elements, M (h-re�nement). Figure 2
shows the grid convergence results for p-re�nement. As expected, we observe exponential
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convergence when N increases to the point where time-integration errors dominate. Further-
more, we show in Figure 3 that we obtain algebraic convergence for h-re�nement (i.e. constant
N and increasing M). Hence, for a �xed N the spectral element method converges similarly
to a �nite-element method of order (N − 1).
We then consider the time accuracy of the computed solutions. The time integration method

includes two operator splitting methods; the OIF splitting of advective and di�usive terms
and the pressure correction method to compute the velocity and pressure. We performed com-
putations in which we only employed the OIF splitting and solved the velocity–pressure
coupling by an exact block LU -decomposition of the discretized Stokes problem known
as the Uzawa method, and computations in which we used both splittings. In both cases
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the method is indeed second-order accurate in the implicit time step, �t, as we show
in Figure 4.
Finally, we investigate the e�ect of employing the �lter, given by Equation (5), proposed

by Fischer and Mullen [13]. We compare the time evolution of the errors for �ltered and
un�ltered simulations, respectively. In the �ltered computations, the �lter parameter was set
to �=0:05. In Figure 5, we can observe that exponential error growth sets in after a certain
time, and that application of the �lter eliminates this spurious error growth.
The spatial convergence of the �ltered calculations is depicted in Figure 6, where exponen-

tial convergence is observed in both the �ltered and non-�ltered case. When the accuracy is
limited by the spatial resolution, the errors are however several orders of magnitude smaller
when �ltering is employed.
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To establish whether the additional dissipation induced by the �ltering actually has the
same e�ect as increasing the viscosity �, thus lowering the e�ective Reynolds number, we
compared the computed solution against the exact solutions based on a scaled viscosity ��
where � is a scaling factor close to unity. The results are shown in Figure 7, and shows that
the method with �ltering does indeed solve the equations at the correct Reynolds number,
and moreover that it performs signi�cantly better than the non-�ltered method.
We have also performed a similar veri�cation of the three-dimensional implementation

against a Beltrami �ow, given in Reference [27], that also have non-trivial solutions in all
variables.

4. CAVITY SIMULATIONS

We have performed simulation of the free convection in two-dimensional square and rectangu-
lar cavities. The problem comprises a box of side lengths Lx and Ly �lled with a Boussinesq
�uid characterized by a Prandtl number, Pr=0:71. The vertical walls are kept at constant
temperature Thot and Tcold, respectively, while the horizontal lid and bottom are insulated with
zero heat �ux. The direction of gravity is downward, parallel to the heated walls. The cav-
ity �ow exhibits a centro-symmetric property [28] in that, for the steady-state base �ows,
the velocity and temperature �elds are skew-symmetric with respect to the diagonal of the
cavity, whereas the unstable eigenmodes either share this skew-symmetry or have the opposite
symmetry.
The most common diagnostic connected to the free convection cavity �ow is the average

Nusselt number, which expresses the non-dimensional heat �ux across the cavity. The Nusselt
number is usually calculated at a vertical line, typically the hot or the cold wall, or as a
global average over the entire cavity. The Nusselt number is given by

Nu=
Q
Q0

(9a)

where Q is the computed heat �ux through the cavity

Q=
∫ Ly

0

(
uT − �

@T
@x

)
dy or Q=

∫ Lx

0

∫ Ly

0

(
uT − �

@T
@x

)
dx dy (9b)

for line and volume averages, respectively. The reference value, Q0, is the corresponding heat
�ux if the heat transfer were by pure conduction

Q0 =Ly
��T
Lx

or Q0 =LxLy
��T
Lx

=Ly��T (9c)

4.1. Square cavity simulations

The steady-state di�erentially heated square cavity �ow was the subject of one of the �rst
benchmark comparison exercises, reported in Reference [29]. The reference results produced
in that exercise are given by de Vahl Davis [1]. The results of de Vahl Davis were produced,
for Rayleigh numbers in the range 103–106, using a stream-function=vorticity formulation
discretized by a second-order �nite di�erence method on a regular mesh. Later, more accurate
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results obtained by a second-order �nite volume method on higher-resolution non-uniform
grids were reported by Hortmann et al. [2]. Le Qu�er�e [3] used a high-order pseudo-spectral
Chebyshev method to extend the benchmark to larger Rayleigh numbers.
As noted in the Introduction, Minev et al. [11] reported computational examples of thermal

cavity �ows obtained by a spectral element method. In that work only the Nusselt numbers
were reported, and the heat �ux at the wall was computed by �rst-order �nite di�erences.
Furthermore, they did not re�ne the mesh su�ciently to converge the simulations to a steady
state at the highest Rayleigh number. Below we present a comprehensive comparison against
several parameters from available reference solutions. We used spectral calculations to com-
pute the derived quantities. All calculations were started from rest, and converged to steady
state through time marching. We performed grid re�nement to verify the convergence of the
diagnostic quantities.
For the lower Rayleigh numbers, we performed simulations using M =4× 4 elements vary-

ing the resolution in each element from N =6× 6 to 24× 24. In Figure 8 we show the grid
convergence of the computed global Nusselt numbers for Ra=106 compared to the previ-
ously reported benchmark results [1–3]. Note the excellent agreement with the reference data;
even the coarsest resolution (i.e. 21× 21 grid points) produces a solution within 0.5% of
the reference data. For the smaller Rayleigh number, all computations are essentially con-
verged. In Table I we compare the Nusselt numbers obtained at the �nest grid with the ‘grid-
independent’ values from the reference solutions obtained by Richardson extrapolation or by
grid convergence.
For the higher Rayleigh numbers we performed a detailed comparison of several diagnostic

quantities against the reference solution from Reference [3]. The comparison comprised the
following quantities:

• The value of the streamfunction in the centre of the cavity,  mid, as well as the magnitude
and location of the streamfunction maxima in the upper left quadrant,  1 and  2.

Copyright ? 2005 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2006; 50:1297–1319



1308 T. GJESDAL, C. E. WASBERG AND B. A. P. REIF

Table I. Computed Nusselt numbers for the square cavity compared to the
reference solutions of de Vahl Davis (dVD) [1], Hortmann et al. (HPS) [2],

and Le Qu�er�e (LQ) [3].

Nu Numax

Ra 104 105 106 104 105 106

Present results 2.245 4.522 8.825 3.531 7.720 17.539
de Vahl Davis 2.243 4.519 8.800 3.528 7.717 17.925
Hortmann et al. 2.245 4.522 8.825 3.531 7.720 17.536
Le Qu�er�e — — 8.825 — — 17.536

dVD: stream function=vorticity formulation, second-order �nite di�erence discretization,
uniform grid, Richardson extrapolation.
HPS: primitive variable formulation, �nite volume discretization, non-uniform grid,
Richardson extrapolation.
LQ: primitive variables, pseudo-spectral Chebyshev discretization, mesh converged
solution.

• The magnitude and location of the maximum u-velocity along the vertical centreline
of the cavity, ucl;max, and correspondingly the maximum v-velocity along the horizontal
centreline, vcl;max.

• The mean Nusselt number at the hot wall, Nu0, and at the centreline, Nu1=2. Moreover, the
maximum and minimum local Nusselt numbers at the hot wall, with their corresponding
locations.

We computed the average Nusselt numbers by spectral di�erentiation of the temperature �eld
and GLL quadrature. Furthermore, the stream function was computed by a spectral element
solution of the Poisson equation

∇2 = − (vx − uy);  |@	 =0
where u and v are the components of the converged steady-state velocity �eld. To determine
maxima and minima in the solution, we followed the same procedure as Le Qu�er�e [3], inter-
polating spectrally from the GLL mesh to a uniform 1000× 1000 grid covering the cavity.
The results are summarized in Tables II–IV. The present results correspond very well with
the reference data; most quantities converge to the benchmark results within at least four sig-
ni�cant digits. Note, however, the larger discrepancies in the wall Nusselt numbers. The wall
quantities appear to converge slower to the reference than the other quantities, indicating that
the large gradients in the boundary layers are not properly resolved. The mean wall Nusselt
number is nevertheless within half a per cent of the reference value at the largest Rayleigh
number, whereas the di�erence for the maximum Nusselt number is somewhat larger. Finally,
we note that all the computed maxima and minima correspond well with the reference solution
both with respect to magnitude and to position.
Le Qu�er�e and Behnia [30] showed that the critical Rayleigh number for transition from

steady state to time-dependent �ow in the square cavity is Ra=(1:82 ± 0:01)× 108. To
investigate the behaviour of the present spectral element method close to the transition, we
performed long time simulations for slightly sub- and super-critical Rayleigh numbers; viz.
Ra=1:80× 108 and Ra=1:85× 108, respectively. In both cases we used M =12× 12 elements
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Table II. Computed diagnostic quantities for the square cavity at Ra=106 compared to the
reference solutions of Le Qu�er�e (LQ) [3].

Run M4N10 M4N14 M4N18 M6N6 M6N10 M6N14 LQ

# points 37× 37 53× 53 71× 71 31× 31 55× 55 79× 79
103| mid| 16.373 16.385 16.384 16.519 16.378 16.384 16.386
103| 1| 16.796 16.810 16.809 16.931 16.803 16.809 16.811
x 0.151 0.150 0.150 0.152 0.150 0.150 0.150
y 0.547 0.543 0.547 0.554 0.547 0.547 0.547
ucl;max 0.06487 0.06484 0.06485 0.06514 0.06488 0.06485 0.06483
y 0.850 0.850 0.850 0.845 0.850 0.850 0.850
vcl;max 0.2204 0.2206 0.2206 0.2214 0.2204 0.2205 0.2206
x 0.038 0.038 0.038 0.039 0.038 0.038 0.038
Nu 8.822 8.825 8.825 8.878 8.824 8.825
Nu0 8.700 8.837 8.824 8.486 8.840 8.824 8.825
Nu1=2 8.823 8.825 8.825 8.782 8.825 8.825 8.825
Numax 16.388 17.659 17.524 20.502 17.438 17.539 17.536
y 0.035 0.040 0.039 0.037 0.043 0.039 0.039
Numin 0.9772 0.9794 0.9795 1.0090 0.9794 0.9796 0.9795
y 1.0 1.0 1.0 0.999 0.999 0.999 1.0

LQ: primitive variables, pseudo-spectral Chebyshev discretization, mesh converged solution.

Table III. Computed diagnostic quantities for the square cavity at Ra=107 compared to
the reference solutions of Le Qu�er�e (LQ) [3].

Run M4N10 M4N14 M4N18 M6N6 M6N10 M6N14 LQ

# points 37× 37 53× 53 71× 71 31× 31 55× 55 79× 79
103| mid| 9.309 9.282 9.284 10.335 9.275 9.284 9.285
103| 1| 9.603 9.533 9.538 11.778 9.518 9.538 9.539
x 0.084 0.086 0.086 0.083 0.086 0.086 0.086
y 0.559 0.555 0.556 0.524 0.557 0.556 0.556
103| 2| 8.330 8.410 8.413 10.540 8.411 8.413 8.413
x 0.119 0.125 0.125 0.111 0.126 0.125 0.125
y 0.877 0.875 0.875 0.870 0.876 0.875 0.875
ucl;max 0.04699 0.04699 0.04699 0.04987 0.04697 0.04699 0.04699
y 0.881 0.879 0.879 0.888 0.880 0.879 0.879
vcl;max 0.2155 0.2208 0.2211 0.2330 0.2206 0.2211 0.2211
x 0.021 0.021 0.021 0.029 0.021 0.021 0.021
Nu 16.423 16.520 16.523 15.954 16.511 16.523
Nu0 15.321 16.372 16.557 19.199 15.912 16.553 16.523
Nu1=2 16.428 16.520 16.523 15.926 16.512 16.523 16.523
Numax 45.35 36.05 39.49 49.03 37.65 38.94 39.39
y 0.016 0.015 0.020 0.051 0.011 0.020 0.018
Numin 1.403 1.365 1.366 1.452 1.366 1.366 1.366
y 1.0 1.0 1.0 0.999 0.999 0.999 1.0

LQ: primitive variables, pseudo-spectral Chebyshev discretization, mesh converged solution.
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Table IV. Computed diagnostic quantities for the square cavity at Ra=108 compared to
the reference solutions of Le Qu�er�e (LQ) [3].

Run M6N14 M6N18 M8N14 M8N18 M12N10 M12N12 LQ

# points 79× 79 103× 103 71× 71 137× 137 111× 111 133× 133
103| mid| 5.226 5.232 5.231 5.232 5.228 5.232 5.232
103| 1| 5.379 5.385 5.383 5.385 5.380 5.384 5.385
x 0.048 0.048 0.048 0.048 0.048 0.048 0.048
y 0.553 0.553 0.553 0.553 0.553 0.553 0.553
103| 2| 4.477 4.485 4.483 4.482 4.484 4.482 4.482
x 0.101 0.102 0.102 0.102 0.101 0.102 0.102
y 0.896 0.895 0.895 0.895 0.896 0.895 0.895
ucl;max 0.03220 0.03216 0.03218 0.03219 0.03214 0.03218 0.03219
y 0.928 0.928 0.928 0.928 0.928 0.928 0.928
vcl;max 0.2222 0.2222 0.2220 0.2222 0.2221 0.2220 0.2222
x 0.012 0.012 0.012 0.012 0.012 0.012 0.012
Nu 30.212 30.224 30.221 30.225 30.214 30.223
Nu0 29.426 30.225 30.017 30.259 29.424 30.094 30.225
Nu1=2 30.213 30.224 30.221 30.225 30.221 30.223 30.225
Numax 83.42 81.96 79.36 86.70 85.43 80.30 87.24
y 0.005 0.009 0.006 0.009 0.006 0.007 0.008
Numin 1.917 1.922 1.919 1.919 1.917 1.919 1.919
y 0.999 0.999 1.0 1.0 1.0 1.0 1.0

LQ: primitive variables, pseudo-spectral Chebyshev discretization, mesh converged solution.
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Figure 9. Time histories of the global Nusselt number for convection in the square cavity close to the
critical Rayleigh number: (a) sub-critical, Ra=1:80× 108; and (b) super-critical, Ra=1:85× 108.

with N =12× 12 grid points in each, i.e. 133× 133 grid points in total, and we used the same
time step as for the steady-state simulation at Ra=108 corresponding to �t ≈ 8× 10−3 in
convective time units. Both simulations were started from rest and run for long enough to
ensure that we reach the time asymptotic state. We show time histories for the global Nus-
selt number in Figure 9. The sub-critical simulation at Ra=1:80× 108 reached a steady state
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after about 500 convective time units, and the simulation was then continued until 14 000
time units without any time-dependent modes appearing in the solution. In the slightly super-
critical simulation at Ra=1:85× 108, we also observe that the initial transient is damped out
to what appears to be a steady state. In this case, however, we observe that a time-dependent
mode grows to establish an oscillatory asymptotic solution after approx. 3000 convective time
units. We can therefore conclude that the present spectral element method can predict the
critical Nusselt number at least to within about 1% by straightforward computations starting
from rest.

4.2. Tall cavity simulations

Christon et al. [4] summarize the results of a workshop discussing the free convection in
a tall cavity with aspect ratio 8:1. The comparison was performed for a Rayleigh number,
Ra=3:4× 105, that is slightly above the transition point from steady state to time-dependent
�ow at Ra ≈ 3:1× 105. A total of 31 solutions were submitted to the workshop, of these a
pseudo-spectral solution, contributed by Xin and Le Qu�er�e [5] using a spatial resolution of
48× 180 modes was selected as the reference solution.
In addition to the wall and centreline Nusselt number (9), we will employ several global

and point measures of the solution for the comparison with the benchmark. The global velocity
metric is related to the total kinetic energy and is given by

U =

√
1

2LxLy

∫ Lx

0

∫ Ly

0
u · u dx dy (10)

while the vorticity metric is

	=

√
1

2LxLy

∫ Lx

0

∫ Ly

0
(vx − uy)2 dx dy (11)

We computed all the above integral measures by spectral di�erentiation, where applicable,
and GLL quadrature. Furthermore point values for non-dimensional temperature, �, velocity
components, u and v, vorticity, !, and stream function,  , were monitored at the loca-
tion (x1 = 0:181×Lx, y1 = 7:37×Lx). The vorticity was computed by spectral di�erentiation,
whereas the stream function was computed as the volume �ux across a line connecting the
cavity wall and the monitor location. To determine this �ux, the velocity components were
interpolated spectrally to the integration contour and the line integral was determined by Simp-
son quadrature. We have con�rmed that we use enough sampling points along the integration
contour such that the reported values of the stream function are converged. Furthermore, the
skew-symmetry of the solution was monitored by the skewness metric

”12 = �(x1; y1) + �(x2; y2) (12)

where x2 =Lx − x1 and y2 =Ly − y1. Finally, we monitored pressure di�erences in the �ow;
across the top of the cavity and in the boundary layer along the hot wall. We employed
spectral interpolation, using the GLL Lagrange interpolant functions, to compute the function
values at the monitor locations. For each diagnostic variable we computed the mean value and
peak-to-valley oscillation amplitudes by averaging over several periods after the �ow reached
a statistically steady state.
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Figure 10. Time evolution of the global Nusselt number for the tall cavity simulation at Ra=3:4× 105.

The computed results depend on the governing equations, the boundary conditions, and the
spatial and temporal resolution given by the grid size and time step. Furthermore, several
algorithmic parameters—such as the weight factor in the �lter given by Equation (5) and
di�erent tolerance parameters related to the iterative solvers and the adaptive time integration
of the advective terms—in�uence the solution. We have investigated the sensitivity of the
diagnostic variables to variations in several of these parameters, viz

• Grid size. We used a uniform M =4× 20 element grid in all simulations, varying the
number of points per element from N =6× 6 up to N =18× 18. The coarsest grid we em-
ployed thus comprised 21× 101 velocity grid points, whereas the �nest grid had 69× 341
points.

• Time step, �t.
• Tolerance parameter for the solution of the velocity and temperature Helmholtz problems,
htol.

• Tolerance parameter for the solution of the pressure equation, ptol.
• Filter parameter, �.

For most of the simulations we performed, the implicit time steps were so short that the
results are essentially converged in time. Furthermore, the errors in the explicit integration
of the advective terms are much smaller than any meaningful choice of the integration toler-
ance atol. We have therefore not considered the impact of this parameter on the computed
solutions.

4.2.1. Baseline solution. For the baseline solution we consider a series of simulations per-
formed with the tolerance parameters for the Helmholtz and pressure solvers were both
set to strict values htol= ptol=10−9. We used a regular element grid with M =4× 20
elements, and performed spatial and temporal re�nement by varying the number of points per
element, N , and time step, �t, respectively.
In Figure 10, we show a typical time history for the global Nusselt number; after the initial

transient the �ow reaches a statistically steady oscillatory state after about 1000 buoyancy
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Figure 11. Computed instantaneous and �uctuating temperature �eld for the tall
cavity simulation at Ra=3:4× 105.

time units, �0 =
√

Pr=(�2Ra). Note, however, that several other measures require signi�cantly
longer times to converge. In particular the time history for the skewness metric attains its
asymptotic state after approx. 2500 time units. Furthermore, Figure 11 shows the instantaneous
and �uctuating temperature �elds for the �nal state. Note the skew-symmetry of the solution,
the shape and sign of the travelling wave structures are mirrored about the diagonal of the
cavity.
We display the spatial convergence for the Wall Nusselt number, Nu0, in Figure 12.

Furthermore, we show the time history for the oscillation of the vertical velocity component
in the monitor point, v1 = v(x1; y1) in Figure 13. In general, both integral and point measures
are close to their converged values already at the second coarsest grid, i.e. for N =10× 10.
The only exception is the mean of the pressure di�erences—�p14, �p35, and �p51—which
we discuss below.
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Figure 12. Grid convergence for the mean and oscillations amplitude of the hot wall Nusselt
number for the tall cavity simulation at Ra=3:4× 105.
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Figure 13. Oscillations of the point vertical velocity, v1, for the tall
cavity simulation at Ra=3:4× 105.

Several of the integral and point measures are fairly well approximated even for the coarsest
resolution. We see little dependence on the time step in the computed results; this indicates
that the temporal resolution is su�cient. Note, however, that we could only use the largest
time step on the two coarsest grids because of CFL-like restrictions in the explicit integration
of the advective terms.

4.2.2. Convergence of pressure di�erences. The benchmark includes data for three pressure
di�erences, one across the top of the cavity, denoted �p14, and two in the boundary layer along
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Figure 14. Relative error, measured as the distance to the benchmark data, for the monitored
pressure di�erences in the tall cavity.

the hot wall, denoted �p35 and �p51. The spectral element discretization is discontinuous
across element interfaces. We can therefore not expect that the method computes reasonable
pressure di�erences across elements.
Note, however, that the pressure di�erences computed by the method does indeed converge,

algebraically in the number of grid points, to the reference data as shown in Figure 14.
The convergence of the pressure di�erences can be explained from the application of the
overlapping preconditioner for the pressure operator. This preconditioner is the operator that
is actually inverted in the iterations for the pressure solution. It is based on linear �nite
elements and provides a coupling of the pressure levels in adjacent elements through the
overlap region.

4.2.3. Dependence on tolerance parameters. We performed a series of simulations in which
we varied the numerical tolerance parameters for the iterative solution of the Helmholtz prob-
lems for the velocities and temperature, and the pressure operator. We see little dependence
on pressure tolerance in the computed results. This is fortunate because the poor conditioning
of the pressure operator DQG in (7) means that sharpening the pressure tolerance can lead to
a signi�cant increase in the number of iterations needed to converge, and hence in the CPU
time required to compute the solution. There is, on the other hand, a de�nite dependence on
the Helmholtz tolerance. In this case, sharpening the tolerance clearly leads to improved solu-
tion quality, and this improvement is obtained at reasonable cost as the Helmholtz operators
are diagonally dominant and thus converge rapidly. Based on these experiments, we arrive
at a set of practical settings for the tolerance parameters, htol=10−9 and ptol=10−6, as
a reasonable compromise between solution accuracy and e�ciency. With these settings both
the predicted means and oscillation amplitudes di�er from the strict tolerance solution by less
than 1% for all quantities.
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4.2.4. The skewness metric. Because of the centro-symmetric property of the base �ow, the
skewness metric ”12 de�ned in (12) will, in principle, be identically zero for unstable modes
that preserve the skew-symmetry. Xin and Le Qu�er�e [5] showed that only one unstable mode
exists at the Rayleigh number considered by the benchmark, Ra=3:4× 105, and this mode is
skew-symmetry preserving.
In all our simulations, the skew-symmetry metric, ”12, oscillates with small mean and

amplitude. Two factors appear to contribute to the magnitude of the oscillations. Firstly, and
most importantly, the oscillation mean and amplitude depend directly on the Helmholtz tol-
erance as we show in Figure 15. Reducing htol leads to a decrease in ”12. Secondly, the
monitor locations do not coincide with the grid points. The solution must therefore be inter-
polated, and we can detect a small in�uence of the interpolation errors on ”12. We therefore
conclude that ”12 is zero within the accuracy of the numerical method, and hence that the
computed solutions do indeed preserve the skew-symmetry of the base �ow.

4.2.5. Impact of �ltering. We can clearly see the importance of controlling the aliasing errors
in Figure 16 in which we show the evolution of the velocity metric during the initial transient.
For these simulations we used M =4× 20 and N =10 which, we have seen above, is su�cient
to converge most quantities of interest, in particular the integral measures such as the Nusselt
number. If we perform this simulation with no �ltering, the kinetic energy blows up early in
the transient whereas a small amount of �ltering is su�cient to suppress the error growth and
to stabilize the simulation. To demonstrate that the �ltering does not impact the computed
solutions much, we show in Figure 17 that there is no visible dependence on the value of the
�lter parameter for the oscillations of point values, represented by the temperature. We do,
however, observe a slight increase in the kinetic energy norm with increasing �.

4.2.6. Finally: the benchmark results. Based on the discussion above we present our best shot
at the solution, in Table V. We use the results from the baseline simulation with M =4× 20
elements, N =18× 18 points per element, �t=3:46× 10−3 buoyancy time units, and the �lter
parameter �=0:5 to produce the table. The computed mean values and oscillation amplitudes
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Figure 17. Time history of the point temperature for di�erent �lter parameters, �, when the �ow
is in the statistically steady state.

are denoted by an overbar and a prime, respectively, in the table. The data are compared to the
accurate reference solution of Xin and Le Qu�er�e [5]. Note, however, that not all the quantities
we consider are available in Reference [5]. For these quantities we compare, in Table VI, the
present results with the mean and scatter, given by the standard deviation , of the solutions
summarized in Reference [4]. For most quantities, the present solution corresponds very well
with the reference data with di�erences signi�cantly less than 1%. There are some exceptions
though; for derived quantities such as the stream function and vorticity we observe larger
deviations. The mean values of these quantities are nevertheless well within the scatter of the
available solutions.
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Table V. Computed diagnostic quantities for the simulation of a tall cavity at
Ra=3:4× 105 compared with the reference solution of Xin and Le Qu�er�e [5].

Nu0 Nu′
0 Nucl Nu′

cl

Present results 4.57933 7:1026e-2 4.57947 0.17790
Reference 4.57946 7:0936e-2 4.57946 0.17761
Di�erence (%) 0.0007 0.127 0.0002 0.14

u1 u′
1 v1 v′

1

Present results 5:6220e-2 5:4880e-2 0.46173 7:7726e-2
Reference 5:6356e-2 5:4828e-2 0.46188 7:7123e-2
Di�erence (%) 0.228 0.178 0.033 0.149

�1 �′
1 ��

Present results 0.265612 4:2774e-1 3.4109
Reference 0.265480 4:2740e-2 3.4115
Di�erence (%) 0.050 0.199 0.018

Table VI. Computed diagnostic quantities for the simulation of a tall cavity at
Ra=3:4× 105 for parameters that were not provided in the reference solution of
Xin and Le Qu�er�e [5]. For these quantities the comparison is based on the average

and the scatter, , of the 29 solutions summarized by Christon et al. [4].

U U ′ 	 	′

Present results 0.2395 3:354e-5 3.0171 3:198e-3
Reference 0.2397 4:093e-5 2.9998 3:488e-3
Di�erence (%) 0.078 18.05 0.576 8.302
Di�erence= 0.188 0.608 0.223 0.679

 1  ′
1 !1 !′

1

Present results −7:509e-2 2:493e-3 −2.3678 1.0801
Reference −7:249e-2 7:864e-3 −2.2845 1.2325
Di�erence (%) 3.58 68.3 3.65 12.4
Di�erence= 0.76 3.2 0.58 0.50

5. CONCLUDING REMARKS

We have performed a comprehensive assessment of the accuracy of a spectral element method
for both steady state and time-dependent free convection in square and rectangular cavities.
Both the steady-state solutions, obtained by time marching, and the supercritical
time-dependent solutions show excellent agreement with the benchmark references. The
demonstrated accuracy combined with the �exibility of spectral element methods, improve
our con�dence in the method as a tool to explore transitional and turbulent �ows.
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